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STMULTANEOUS PSEUDO CONFIDENCE REGIONS FOR
RATIOS OF THE DISCRIMINANT COEFFICIENTS

Yasuko Chikuse

Department of Mathematics and Statistics
University of Pittsburgh
and
Kagawa University, Japan

ABRSTRACT

We consider simultaneous confidence regions for some
hypotheses on ratios of the discriminant coefficients of the

linear discriminant function when the population means and

common covariance matrix are unknown. This problem, involving
hypotheses on ratios, yilelds the so-called 'pseudo' confidence
regions valid conditionally in subsets of the parameter space.

We obtain the explicit formulae of the regions and give further

discussion on the validity of these regions. Illustrations of the

pseudo confidence regions are gpiven.

1. TINTRODUCTTON

The linear discriminant function based on the vector of

measurements x = (x],xz,...,xp)' for discriminating two p-

]
: ]
?‘ variate normal populations with mean vectors ¥y and ¥, and
] common nonsingular covariance matrix T r7ww *3{-wher!r" '
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a= (al,az....,ap)' = X-l(ul - gz) is the vector of discriminant
coefficients. Only the ratios of the discriminant coefficients
are uniquely determined in the discriminant analysis. In this
paper, we shall investigate simultaneous confidence regions for
some hypotheses on the ratios, when the population means and
covariance matrix are unknownm.

The problem is reduced to using a likelihood ratio F test
statistic in the derivation of simultaneous confidence regions.
This procedure gives a number of multidimensional regions of
different shape, the so-called 'pseudo' confidence regions valid
conditionally in subsets of the parameter space. The terminology
'pseudo’ confidence region is due to Ogawa (1977), We obtain the
explicit formulae of our confidence regions. We focus our dis-
cussion on the bounded pseudo confidence regions and consider
the conditions for the validity. The meanings of the required
conditions are clarified from the practical point of view in
connection with problems of testing hypotheses. TIllustrations
of the pseudo confidence regions are given.

It may be worthwhile to 11ist some literature on the problem
of confidence regions for ratios of (components of) normal pop-
ulation means. The univariate case has been considered by Creasy
(1954), Fieller (1954), James, Wilkinson and Venables (1974) and
Ogawa (1977). Box and Hunter (1954), Roy and Potthoff (1958),
Zerbe (1978) and Chikuse (1980) investigated the multivartfate .
case. The tests and confidence regidns for hypotheses on ratios
of discriminant coefficients were considered by Fisher (1940),
Kshirsagar (1963) and Rao (1970a, Chapter 7), (1970b). This paper

gives further considerations in this area.

2. PRELIMINARY RESULTS

We consider the multivariate linear hypothesis on the dis-
criminant coefficfents
Ba=20, (2.1)

-~

where B 18 a2 k x p matrix with linearly independent k rows,
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k21, p > k. The following lemma Is fundamental for the sub-

sequent discusstfon,

Lemma 2.1. The hypothesis (2.1) is equivalent to the hypothesis

that the coefficients of 2z i=1,2,...,k, in the discriminant

i'
function based on new variables 1z = (zl,zz....,zp)' are zero,
wvhere
k p~k
n{;] o |k K pk
t=Tg, T= B =(B B,, 1 k. (2.2)
_(“-IB )' I p_k 11 12
11 712 p~k
'
Here 811 is assumed to be nonsingular without loss of generality

and hence T 1is nonsingular.

The null hypothesis that some of the discriminant co-
efficients are zero is tested by the well known likelihood ratio
F test statistic (see e.g., Kshirsagar (1972, p. 200)). Civen
samples of sizes n, and n, from the two normal populations

; 2
concerned, we apply this result to our problem.

Lemma 2.2. The 100(1-a) per cent confidence region for the
parameters satisfying the null hypothesis (2.1) is given by

a - B, L)' (LSL)YT (L) < 0, (2.3)

where

-1 '
I.-[(-l!1 B,,)' T

i 3
1 "2 1y »

p-k

d; the difference of sample means, [ ]

S; the sum of the corrected ss and sp matrices, (2.4)

JEpe———
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1

-1
d - k(f-p+1) Fk,f—p+1(“)'

(a) + 17,

: 2 -1
1 B = < D(E-p) TR
\

{

2 _
f = ny + n, - 2, ¢ = nlnz/(n1 + nz),

and Fk £ 1(u) denotes the upper 100a percentile of the
] p I

F distribution with degrees of freedom k and f-p+l.

k,f-p+l

In the subsequent sections, we shall investigate some

hypotheses on the ratios which are expressed in the form (2.1).

3. AN ASSIGNED RATIO OF TWO COEFFICIENTS

For the hypothesis My al/a2 = p, the L matrix in (2.4)

is given by l.1 = [f,Tp_]], where T = (p,0,...,0)'. We obtain,

after some algebra and simplification,

d 2

[ a1y 1 __.,,—1
(L) "L SL) 7 L d) = |18t 7] d (2

R
S2.2y19(2y52+2

+

' -1
2181,y 1400yS (1. 941)°

+

' -1 .
IS(1'1)|q(1)s(1-1)‘~](1)]» (3.1)

o -

where

L ineee s

- 2 ‘
lystil = s le” + 20510 + 15 gy 1

and d
(11,...,1k j],....jz) (11,...,1 )

pectively the matrix obtained from S by deleting the

; and S denote res-

11,...,1k th rows and the jl""'jz th columns and the vector

obtained from d by deleting the il,...,ik

Substituting (3.1) into (2.3)gives the confidence region for o

th components.
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-1 2
glp) = ls(g.z)lla] - B (~‘22)S(2-2)(~i(2)]p

. 1ol
+ 205y llay - 8 435Gy ayle

-
FISaaplley - 8 dySaanday! <0 G.2)

Put

[ .']-
€y = I8yl lay - By di9)8(5.9yd () And
(3.3)
} 2, .- 2
D) =I8¢1.99! [0y - By 409)S1.0ydny]

2 ~1

n Is,, . ,Ila, =B d .S doy1s

161 (1-1) "1 1 ~()"(1-1)~(1)

(the discriminant of the quadratic form g(p)) and let ry and

r, denote the real roots of g(p) = 0 (r1 < r2), if they exist,

2
then the confidence region may be given by

Condition 1¢1): ¢, > 0 and

(1Y r, <p<r,, if
1 2 Condition II(l): D1 > 0,

(1) e <ry or p2>r,, if € <0 and D, >0, (3.4)

1

or

(111) - w < p < o, 1f C] < 0 and D] < 0.
We may be most interested in the case (1), i.e., when the con-
fidence region is bounded. Taking into account a similar pro~
cedure for 1/p shows that only the case (iii) may be an un-
desired situation, in which case the value of p can not be

definitely defined and the whole real line represents the con-

iaatd e i Conib il S
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fidence region. The implication of the Conditions I(]) and

TT(l) are clarified in the tollowing:
.1 Lemma 3.1. D, in (3.3) is simplificd as
| |
3 D, = -|s]|s l(a, - 8, d's”'d) [«
= 1 (1,2-1,2)" "1 1 -7 =" f
F ll
-1
- L}
. 8 du,n%a,2.1, 04,01 (3.5 |

for which we must show the following equalities: 1

2 |

2
IS(]_.Z)‘ - 121 ls(j.i)l = -|s|ls(1’2 1,2)" . (3.6)

E s, ] Foarsl a - 2|s 12 40,57 4
1 WD TG T(1e2)' S(2)7(1-2)=() |

-1 1
= 18118}y 5.0,y 118'S7°d + (3 551,201,208, 01 (3.7
N
and '
2 2 -1
Is . 2)’ HSanda! -0 18 15101400y S 2124wy
; -1 J
= -Isl18¢y,5.1,2)14'57d 44,2 S,201,2%01,2)° (3.8)

Proof. Those equalities are proved by some lengthy but straight-

forward algebra, and hence the proof is omitted here.

i ' It 1s shown from (3.5) and the fact @, - Bk d's

that the Condition 111 is equivalent to o, - B, ~21 2)
_1 . . ‘ ,
s(1.2-1.2)‘”’(1,2) > 0, 71t is well known that the Mahalanobis

distance 18 an increasing function of the number of measurements

(1),

_1g <0

involved. Hence the Condition I ay —‘61 QQZ)SZ%'Z)Q(Z) >

e o REWE T N AR IO L K i Y




e g

implies the Condition II(I).

We summarize in

Theorem 3.1. The 100(1-0) per cent confidence region for

p = aI/a2 is given by (3.2). Especially this defines a bounded

interval on the real line, if the Condition T(l):

- dl -1 (1).
a, 81 (2)5(2.2)51(2) > 0 {s satisfied. The Condition IT ~":
: -1

- L}

o -8 Ya.2%aq,2-1,0%0,2)
confidence reglon not to be the whole real line. These con-

> 0 1is the condition for the

ditions define acceptance regions for the tests of hypotheses

a, # 0, and a, # 0 or a, # 0 respectively. These hypotheses
are the conditions for the existence of the bounded and definite
values of the ratio allaz. The actual (conditional) confidence
coefficients for these pseudo confidence regions are given by
the probabilities of (3.2) conditional on those conditions.
However, the probability of the conditions approaches one under
'reasonable circumstances' in most practical situations, and
hence the bounded confidence region occurs with the confidence
coefficient approximately equal to 1-a with probability one in
'reasonable' practical situatioms.

The problem of pseudo confidence regions which are con-
fidence regions for some parametric functions valid conditionally
in subsets of the parameter space is rigorously discussed by
Chikuse (1980) especially in connection with a multivariate linear

functional relationship.

4, ASSIGNED RATTOS OF SEVERAL COEFFICIENTS: CASE T

For the hypothesis H,: allak+1 =0y a2/ak+1 = Pyaeees

= atri 2.4
ak/ak+1 Py (k > 2), the L matrix in (2.4) is given by
Ly = {LpaTysee sl
i=1,...,k. Some algebra similar to, but more complicated

= 0.-0,0 ',
Ip—k]’ where [i (ni, . )

than that for the hypothesis H] yvields the following results,
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[] ' -1 = ap ! -1 k 2
(Lyd) ' (L,SL)) (L) ILzsLZI [111 LA
2 B B 2 k
+ . + T. B,p, + B 4.1
i,3=1,1<] 1jQipj 1=1 1M1 0]' (4.1)
where
|L.st:] s A pl 42 $ A 2 ?
2= o . : N.p, + T Ap, + A
2% T i M i, 901,10y 13710 4o 2P1 T o

and, putting J = {1,2,...,k},

A, = |S

i1 (J—{i},k+1-J—{l].k+D|’

B,, = A,.d -1

11 11~'(J—{1},k+1)S(J—{1],k+1-J-(11,k+1)§(3-[1},k+1).

1§ = 'S(J—{j},k+1-J—{i},k+1)l’
-1

1} = A1j‘~'(.1—(i}.k+])s(.r—{j}.k+1-J—{i),k+1)‘3(J-{_1},k+1)'
i1 <j, 1,3 =1,...,k.

1 - IS(J-Jmfi},k+])|'

-1 ~
1 = A Sty T

Is

>
L}

@b

' -1
Bo AOQ(J)S(J-J)Q(J)'

i=1,...,k,

Substituting (4.1) into (2.3) yields the confidence region

= t
for p (pl,...,nk) as

nialbl

-~ - s




k

k Sk

1 '
gk) Ck(Q + C

(o +C )

where

= oA BBy

= (!k/\0 - BkBO,

with the A's and B's given in (4.2).

The inequality (4.3) gives the interior of a hyperellipsoid
in Rk as the only bounded region, if the following two conditions

are satigfied:

Condition I(k): Ck > 0 posltive definite and,
(4.5)
Condition TT(k): D,

-1
=c'C - ¢, > 0.
kT AN G T

0
(the discriminant of the quadratic form
in (4.13))

Lemma 4.2.

d 1

o
el = 1S gty 1S U 18R b S et e S ey !

o -1 k-1
loy B d i,k ) S (10, ) ey

and

= -Isl|s a's™ )

Dy (J,k+1-J,k+1)l(“k'“k
a -B d' 571 d ]
K PRE T, kA1) (T, kD o0 k1) S, ek 1)




e — - e e e et e e e e s - =

s kT

o

o R o -1

! /s K e 1) S et sty (1)

(k+1°k+1) 1.

It follows that
| (%)
. (1) the Condition T is equivalent to
” -1
ﬂk (k+1) k1 k1) ¢ (k+1)
(1) D, > O 1s equivalent to
k )

-1 :
Loy =By k10, k4 1) S0, k1 o7 ke 1) 4 (0 k1) ] ?
-1 ¢

o St daen? >0 0

/la, -8
k (<)

P,

and therefore

(k) (k)

(111) the Condition T implies the Condition 11

§
s
;
!

We summarize in

Theorem 4.1. The 100(1-a) per cent confidence region for
o= (01,02,...,ok)' is given by (4.3). This especially gives

the bounded region defined by the interior of a hyperellipsoid
k (k), -1

4
(k) defines an acceptance region

# 0. The whole space RX

is satisfied. The condition T

for the test of hypothesis a1
represents the confidence region, if ak_Bkdéj)Sz;-j)g(j) <0

} =1,2,...,k+1, which defines an acceptance region for the test
of hypothesis Ay T Ay T e =A< 0. The last part of

Theorem 3.1 immediately generalizes to the present case.

We notice here that the significance level of the above test
for the hypothesis a = 0, the critical region of which is

k+1 f
given by the Condition I(k): o, =} g 1 d > 0, is ;

K (k) Pkt bt ) S ety T ;
much larger than «. ;

10

i sl
[y
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5. ASSTGNED RATIOS OF SFEVERAL COEFFICTENTS: CASE TII1

We consider the hypothesis H3: allnk+1 =0y

K (k > 2), The L matrix in (2.4)

- ]
2,--.,6kg1p-k]’ WhEt‘e 41 = (O’Ono,o,pi,ognongo) »
the vector of p-k components zero except the ith component which

azlak+2 = Pyreeesd /a2k =p

is given by L. [A A

is p,. Here for simplicity we consider the case k = 2, {i.e.,

1 (2)

the hypothesis H3 : a1/a3 =0y a2/a4 = pye

Theorem 5.1. The 100(1~a) per cent confidence region for

(01.02) is given by

2 2,
81 Py o)) = (€)1 )p07#2C, o0 + 22)”2 + 2(C11.,9014C).9P1%Cy)0,
+ (¢ [)2+?(‘ p.+C)Y < 0 (5.1)
PG ey < 0, .

or, equivalently, glz(nllnz) < 0, where glz(pllnz) is obtained
from g21(92|o]) being rewritten as a quadratic form in terms

of pl, where

1

Cr1e22 = 183,403,001 1% = 82903 )8 03.403,008 3,09 10

- f.d4°! -1

Ci1e2 = ls(2.3-3,&)“”2 Bty y52,3.3,0%¢2,»

- R,.d" -

c Qe300 0 = Bt ySqaa,mnda,nl

1e22 = I8

C

12 T 18,203, T8 = Pydiy 4" (\ 2.3,0%0,21

-1

b0z, 182,32, 8@ G.2)

1mn - lS(2,3~2,3)”“2

' -1
R R WL S L AL AR VAL ICISLE

11




1

=182l - G 55000 pia,n !
. -1

¢ = Isq a0 - Al 08a,20,m%0, 2
) , -1

Co = 15a,2.1,290 1% = Bdlq, )80, 2.1, 0%, 01

(5.1), in general, defines asymmetric regions on the
(pl,nz) plane.  The boundedness of the reglon (5.1) 18 equi-
valent to the condition that there is no solution of (5.1) at the

infinite points, namely,

2
011.2201 + 201_2201 + C22 > 0 for any 0, (5.3)
and
2
011-2292 + 2C11-2”2 + C]l >0 for any Pys (5.4)
which are respectively equivalent to
@, - Rdl. 87t g > 0 (5.5)
27 5GBS )
and -1
- '

Theorem 5.2. The confidence regions (5.1) are bounded when the
conditions (5.5) and (5.6) are both satisfied. These conditions
define an Intersection of rejection regions against the tests of
hypotheses a_, = 0 and a

3 4
immediately applies to the present case.

= 0, The last part of Theorem 3.1

6. TILUSTRATTONS

We shall illustrate the confidence regions considered in the
previous sections, using the well known data of Fisher (1938).

The data consists of 50 observations each with four characters,

sepal length (x]). sepal width (x2). petal length (x3) and petal




I

width (XA) in two species of plants Tris versicolor and Tris
setosa. We utilize the tables of ohserved mean values and co-
variances shown in Rao (1970a, Chapter 7, Section 7b.3) in eur
computation. The sample coefficients of the discriminant function

are given by

= -3.0692, A

a, -18.0006,
(6.1)
10,7549,

1}

53 = 21.7641, 84

Fig. 1, shows the 97,57 and 99.5% confidence régions, given
by (4.3) with k = 2, for = 31/33 and py = a2/a3. The
) = 51/33 and ﬁz = 52/83 with the

1 =1,2,3, given by (6.1) is plotted for reference. It is

n

1
point of the sample ratios §

-1
. - ]
noted that the values of a, 824(3)3(3.3)9(3) are positive for
both cases. Fig. 2 shows the 97.5Z and 99.5% confidence regions,
given by (5.1), for py = 81/33 and ny = aZ/aA' The point of
Y P2 = 4 A =
the sample ratios ﬁl d]/83 and fy 52/54 with the ai,
1=1,...,4, given by (6.1) is plotted. Here, the values of
-1
- ' a2

a, BZQ(A)S(A-A)Q(A) are positive for the case of 97.5% and
negative for the case of 99.5Z, and the values of

-1
- ' 3
a, 829(3)5(3~3)4(3) are positive for both cases.
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FIG. 1. Confidence regions for oy - n|133 and 0, = '2/°3'

(Ta)  97.52% confidence replon
(1) 99,57 confidence region

FIG. 2, Confidence regions for hL " nl/a3 and o, = azla‘-

(24) 97.5% confidence region
(2b) 99.52 confidence region
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